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Executive summary

This paper provides information about how to set up the Dell DR Series Deduplication Appliance as a
backup to disk target for BridgeHead Healthcare Data Management 12B. This paper is a quick reference
guide and does not include all DR Series Deduplication Appliance deployment best practices.

See the DR Series Deduplication Appliance documentation for other data management application best
practices whitepapers at http://www.dell.com/support/troubleshooting/us/en/04/Product/powervault-
dr4100, under "“Manuals & Documentation”.

Note: The DR Series Deduplication Appliance/BridgeHead Healthcare Data Management build version
and screenshots used for this paper may vary slightly, depending on the version of the DR Series
Deduplication Appliance/ BridgeHead Healthcare Data Management software version used.
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1

Install and Configure the DR Series Deduplication
Appliance

1. Rack and cable the DR Series Deduplication Appliance, and power it on.

2. Please refer to Dell DR Series Systern Administrator Guide, under sections of "iDRAC Connection”,
“Logging in and Initializing the DR Series System”, and "Accessing IDRAC6/Idrac7 Using RACADM”
for using iDRAC connection and initializing the appliance.

3. Login to iDRAC using the default address 192.168.0.120, or the IP that is assigned to the iDRAC
interface. Use user name and password of “root/calvin”.

T —

System Summary

o W
§ 2

ealth

apsons

L < <l

4. Launch the virtual console.
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5. After the virtual console is open, log in to the system as user administrator and the password
StOr@ge! (The "0" in the password is the numeral zero).

6. Set the user-defined networking preferences.

Jould you like to se DHCP (yes~sno)d
an IF address:
~ a subnet mask:
» a default gateway address:
~ a DNS Suffix (example: abc.com):
» primary DNS server [P address:
you like to define a secondary DNS server

> enter secondary DNS s r IP address:

7. View the summary of preferences and confirm that it is correct.

Set Static IP Address

IP Address 18.18 .86. 148
Network Mask

Default Gateway 18.18.86.126
DNS Suffix idmdemo . local

Primary DNS Serwver 18.18.086.181

Secondary DNS Serwver 143.166.216.237

Host Name DR4888-5

fire the above settings correct (yessmod) 7 _
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8. Log on to DR Series Deduplication Appliance administrator console, using the IP address you just
provided for the DR Series Deduplication Appliance, with username administrator and password
StOr@ge! (The "0" in the password is the numeral zero.).

E

x [l snegic B B

DR4000
DR4000-DKCVES1

DAL

Login

Ploase onter your paaswond:

(1921682250 Enter User Defined IP Address

Usermama: administrator

Log in

9. Join the DR Series Deduplication Appliance to Active Directory.

Note: if you do not want to add DR Series Deduplication Appliance to Active Directory, please see the DR
Series Deduplication Appliance Owner's Manual for guest login instructions.

e Select Active Directory from the menu panel on the left side of the management interface.

DR4100

ml edwinz-sw-01
sw-01.ocarinalocal

-~ Dashboard
=

Dashboard

Capacity

Physical

System Information
Product Name:
System Name:
Software Version:
Current Date/Time
Current Time Zone:
Cleaner Status:

Upgrade

Copyright @ 2011 - 2013 Dell Inc. All rights reserved,

uSystem State: optimal

& HW State: gptimal

ul‘.lumber of Alerts: 0

Help | Logout

Mumber of Events: 705

Storage Savings Throughput
Zoom: 1h 1d 5d 1m 1y e Zoom: 1h 1d 54 1m 1y s
Refr@shing r1.||§!-'5

Savings (%)
100

0:20 0

DR4100

edwinz-sw-01

99.0.0517.0

Thu Sep 26 01:12:47 2013
US/Pacific

Idle

30 0:40 0:50 1:00 1:10 0:200:30

30 0:40 0:50 1:00 1:10
Time (minutes) Time (minutes)
Total Savings M Read

Total Savings:

Total Number of Files in All Containers:

Mumber of Containers.
Mumber of Containers Replicated:
Active Bytes:

Write

55.06 %

107

47 GiB (7
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e Enter your Active Directory credentials.

L eovnitadtmmnaione | o ctive Directony oS

Thie Byl DR CRory @ ETRAQE Nave el D COMBEed Chir on Wl Jiay i b oo guie B

A T DACeC 10Ty ©oTeget @das

Crormuin Hames {F D8

IFparnETaT

Enter Active Directory Info

Cancel  Join Domakn

Copuign S 3071 - 2015 Ceatl el bl righvis sn s s

10. Create and mount the container. Select Containers in the tree on the left side of the dashboard,
and then click the Create at the top of the page.

DR4100 : —
ML edwinz-sw-01 Help | Log out

Containers : !

Mumber of Containers: 1 Container Path: /containers
Containers Files NFS CIFS RDA Replication Select
Dackup 1 ' ' Mot Configured

Copyright @ 2011 - 2013 Dell Inc. All rights reserved
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11. Enter a Container Name and select Connection Type, select the Enable CIFS or Enable NFS check

box. BridgeHead HDM supports both CIFS and NFS protocols.

Create New Container:

Aszsign a name to the container, select its type, access protocol to use and add clients that need access.

" “
edwinzsw-l Container Name : [S3ample MName must start with a letter or number

Connection Type'- ) Mo Access © NAS (NFS, CIFS) O Rapid Data Acc
§ NFS IF5
HFS access path: 10 250 242 167:/containers/sample CIFS share path: W10 250 242 167\sample

Use MFS to backup UNEC or LINLUIX clients. Use CIFS to backup MS Windows clients
[¥]Enable NF& [¥] Enable CIFS

o o
[C] Open Access (all clients have access) Open Access (all clients have access)

Add client (IP or FQDMN Hostname): Add clients (IP or FQDM Hostname)

Add
Clients: Clients:
b D o o o =)

MF3S Options

a [Tinsecure

Copyright @ 2

WMap root to:

-select- =l

*=required fields

Wax 32 characters, including only letters, numboers, hyphen, and underscore.

ftatistics

ntainers

i

12. Select the preferred client access credentials.

Create New Container:

Assign a name to the container, select its type, access protocol to use and add clients that need access.

edwinz-sw-{ Container Name - |Sample

Connection Type: © Mo Access @ NAS (NFS, CIFS) © Rapid Data Access (RDA) ‘:;_,
MNF3 CIFS
MNFS access path: 10.250.242.167:/containers/sample CIFS share path: \10.250.242 167\sample

Use MFS to backup UMK or LINLDGclients. Use CIFS to backup M3 Windows clients.
[V]Enable MNF2 ala Ar N\ le CIFS

Client Access: Client Access:
[¥] Open Access (all clients have access) [#] Open Access (all clients have access)

MFS Options

w [[Tinsecure clo =Yalie= ) 2
% ro
IMap rootto:
-select- El

Copyright ® 2

—______ndunderscore

* = required fields

ftatistics

ntainers

‘B

reate a New Container

Note: For improved security, Dell recommends adding IP addresses for the following (Not all

environments will have all components):

Backup console (BridgeHead Healthcare Data Management Server, BridgeHead Healthcare Data

Management Clients)
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13. Click Create a New Container. Confirm that the container is added.

DeLL

DR4100-VM

root (Log out) | Help

Containers Create |
Global View
Dashboard ;
Alef | Message
Events ___ + 5 fully added "sample".
Health u + Successfully added NFS connection for container "sample".
Usage » Successfully added CIFS connection for container "sample”.
Container Stalis
Replication Stati Mumber of Containers: 2 Container Path: /containers
Storage Containers Files NFS  CIFS  RDA Replication Select
Replication backup 0 v v Not Configured
Clients sample 0 v v Mot Configured

Schedules
Replication Schedule
Cleaner Schedule
System Configuration
Support

Copyright @ 2011 - 2013 Dell Inc. All rights reserved.

14. Click Edit. Note down the container share/export path, which you will use later to target the DR

Series Deduplication Appliance.

Edit Container: sample

Connection Type : ) No Access @ NAS (NFS, CIFS) © Rapid Data Access (RDA) (7

BOWINZ-SW-{ gk
@gss Eath: 10.250.242 1 B?:Jcontaine[é@

B Global
Use NFS to backup UNIX or LINUX clients.
[¥]Enable NFS

Client Access:
[¥] open Access (all clients have access)

NFE Options:

@ w [Tlinsecurs
@ ro
Iap rootto:

root IZ‘

Copyright ® 2

CIES

*=required fields

qéﬁ share Eath: 110.250.242 15?\55@

Use CIFS to backup M3 Windows clients.
[¥]Enable CIFS

Client Access:
Open Access (all clients have access)

Cancel

Modify this Container

tatistics

ttainers

elect
|
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15. Click Cancel to exit.

Edit Container: sample
* =required fields
connection Type = © No Access @ NAS (NFS, CIFS) © Rapid Data Access (RDA) (7)
NFS CIFS -
NFS access path: 10.250.242.167:icontainers/sample CIFS share path: 110.250.242 16T\sample I
Use NFS to backup UMIX or LINUX clients. Use CIFS to backup MS Windows clients. _
Enable NFS Enable CIFS tziners
Client Access: Client Access:
[¥] Open Access (all clients have access) Open Access (all clients have access) ®
MNFS Cptions:
@ rw [Tinsecure )
Do
Map rootto:
Suppo
Copyright © 2
_—
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2 Set Up BridgeHead Healthcare Data Management

2.1 Procedure for the Windows Environment

1.

Open Bridge HDM Management Console. Under Backup Node, click Configuration. Double click
to open the Configuration File.

§_~ Management Console - Backup Node

= @ Refresh | ()
\_j ¥ Celete \\‘/'F' &

=] E3
@ ’F\ General | m Report Manager | @ Log Wiewer | Robot Manager |

Open Diagnostics | Guides
-
General Ackions Guides
iy Managerment Console Eackup Mode > Configuration
EIJED Control Hode Name %
i gl Object Manager

Path
(;R' Cuene Manager
{'__'| Schedule Manager
{% Service Manager
l@ |Update License
@ Reports

vfr Sevice Mode

=

y Configuration

ine{iy Control Utility

{% Service Manager
[}- Fobok Manager
[]--Iu_il] Report Manager
EI--@I3 Lo Migwer

L ocalhost

1 Item
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2. Search Staging_Area in text editor. Use DR container share UNC path for the Staging Area Path,
define a Staging Area Name. Save the Configuration file.

B HPT_BN - Notepad

File Edit Format Yiew Help

;i staging_Area<_nnzx_Path

i Specifies the full ﬁath of the staging area. For example

i Cinstagehnstagels,. Thne default s no path, i.e. no staging area.

i Staging areas hawve to be defined in strict ascending order.

i For example if one defines staging areas 01, 02, 03, 05, 06 and 07,
i only staging areas 01, 02 and 03 will be taken into account.

i IT not defined, staging_area_01_Path defaults to the Stage
s

sub-folder of the Backup MNode. Typically Ci“wHtape BMSStage.

taging_Area_01_Path

“AW10.250. 242, 167 backupp,
Crhnordgenerages .

Staging_Area<_nnx_Name

Specifies a name for the staging area. This setting 1s optional.
IT wou SEecﬁFy a staging area name, you can ask the Backup MNode to
select that particular stagin? area, rather than Teawve the choice
to the Backup Wode. The default 45 no name.

HOMCIFS
Stages

L]
staging_area_0l_wMame
STad ng_Area_ U2 _Hame

Staging_Area<_nns>_Max_size

Specifies the maximum size of the staging area, in ME. This setting
is optional. If wou do not specifﬁ a maximum, the size of the
staging_area s limited only by the amount of free disk space
available. The default 95 no maximum size, i.e. Timited only by
the amount of free disk space available.

400
500

Staging_area_0l_mMax_size
Staging_area_02_Max_size

Note: The Backup Node for BridgeHead Healthcare Data Management requires appropriate permissions
to the DR Series Deduplication Appliance CIFS Share for the step below to complete successfully. See
Appendix A for setting up the BridgeHead Healthcare Data Management Backup Node account correctly.
This should be done before the next step.
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2.2

Procedure for Unix/Linux Environment

14
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3 Create a New Backup Job with DR Series Deduplication
Appliance as the Target

1. Open Bridge HDM Management Console. Click Schedule Manage under Control Node. Double
click to open the Schedule Manager.

&Management Console - Control Node [_ O] =]

@ ’;% General I ILII] Report Manager | g Log Yigwer | Robot Manager |

¥ P Refresh | - T
= Q

MK oelete
| Open Diagnostics | Guides
-
General Ackions Guides
=iy Management Consols Control Node = Schedule Manager
o |
=izl Contral Mode T : " :

Hy Object Manager
Queus Manager
chedule Manager
-,‘&% Service Manager

=]

& Update License
{d Reports
I Service Mode
Configuration
5l Control Utilicy
=HE] Backup Mode
Configuration
ﬁ Service Manager
[ Fobot Manager
B lﬂ Report Manager
Tl Control Mode
{dii Media Manager
E}g Log Wiewer

L] lncalhost I:l 1 Item |

2. Choose Template schedules contain suitable defaults for various job types. Click OK.

W) .
Schedule Tools Help (7]
,% ) 83 Delete i Display $:JImport
-
ﬂ = =0l Rename 4 Compare % Export
<|| Create Maodify
| Moditw |l Oraanizse oM '8k 00 —00 0
{ (T T ||
=] schedule Name Ekl [ =1 monthil =
=] DavidLinuxBN NFS & schedule describes the dates on which jobs are to be run and

media ta be used (if any). MNew schedules can be based on

DavldLlnuxBN WFS_Incr template schedules or existing schedules.

=

=

|| EElpel Testing * Template schedules contain suitable defaults For |
! Edwm testing Incr ivarious job types. H

Edwin kesking

H =] Linux Bl WFS ™ Existing schedules are those already defined in
W =l win_cn_om the scheduls database. F F|

WINfCNiReco\-'ery E E
| FRlwin_ch_Recaveryz F F|
1 WINfCNiReco\-'ery'S E E
! Daily operation

DavldBackup

I Ok iI Cancel I
a| I 3

" Totakl4 Selected:0
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3. Choose None the click OK

.‘.,' - O X
Schedule Tools Help @
E‘ it 3¢ Delete ‘_@ Display % |Import
7
Eﬁ —/ [ Rename & Compare % Export
Create Maodify
| mModife |l oraanise Il |
_Hew | Template Schedules I
Schedule Mame Select the most appropriake template Ekl I [Fl Honthl I i
l:=|DavidLinuxBM MFS
CravidLinu=BM MFS_Incr {1 Archiving

T Backup

Other
=] Morning Operation

0]
ooz
ell Testing

dwin testing Incr E Evening Cperation
dwin testing : =] E
Lins BR MFS T recovery

WIN_CM_CM
\WIN_CM_Recovery
WIN_CH_Recoveryz
WIM_CM_Recovery3
Daily operation
avidBackup

(|||
(=[]

4] |

. Totall5S Selected:0

4. Populate all the required fields and choose Media Manager under Media Management, click New.

." Schedule Manager El - B X
| Behediis i~ Schedule Mame and Comment @

‘;F_‘-;h L ;} x Mame: IDain_ScheduIe

Create B I-:; ify = Zorrnenk: I

m | piodifte Il ol
[ Recurrences

Scheduls Mame 5] Monthl | [=
. i—DavidLinuxBN MES Recurrence MName | Autosave | Freguenc | Scope ] New...

DadelnuxBN MFS_Inct FTrEn. |
' [n]n] Tl
Doz ! FModify, .. |
Dell Testing J,l
Edwin testing Incr Rename. .. |
Edwm tesking

Linux BN MFS < 1] Delete |

WYIN_CN_OM i F|
WIM_CM_Recovery :l E
=] wWin_CN_Recoveryz —Calendar Media Management rl F|

1 Fl

WIN_CP_Recovery3 INovember - I I 2013 Eﬁ = pone

Draily operation

test 1 >

10 11 12 13 14 15 16 Exclude Dates. .. |

17 18 13 20 21 22 23

24 25 26 27 28 23 30 Counters. .. |
4] Ok I Cancel |

X Totalkl5 Selected:0
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5. Choose Disk in Media Management option then click Advanced.

Schedule

L 83 rMar -
Eﬁ Recurrence name: I Draily
—h
Create o
| Scope
= —RecL = Full i~ Incremental
Schedule MNane
F=] DavidLinu=EM NFES IRI= I
=] DavidLinuxBM MFS_Incr i Freguency
222 i+ Daily Run dailv at the specified times.
F=]oell Testing — _I
-Edwin testing Incr wieekly Run on the specified daws of a weesk.
-Edwin Eesking _I
nux BM MNFES " Monthly Run on the specified daws of a maonkh.
< I
S I _ RO
= wIM_CM_Recovers 7 wearly Run on the specified daws of the wear.
F=TwWiIn_Cr_Recoveryz —Caler
WIN_CH_Recovery3 —Media Managermenk
Draily operation
DavidBackup Media Management option: IDisk vI

[+ autosave enabled Advanced. .. |

ETET

| = Back I Mk = I Cancel I
-

Totalkls Selected:O

6. Choose all the required fields then click Next

Schedyle - - OX

W

Schedule —sche

1t -

I

I:EE% // ® =m Davys of the week and start times when this recurrence will be scheduled
2 =1 to rum,

Create Modify

L Run on these daws:

= Recw Monday Edit days. .. |
[=| Schedule Mame — Tuesday
I DavidLinuxBN NFS | Ber Wednesday Remaove Al |
DavidLinuxBh MFS_Inct
[aln]
Doz
Dell Testing
dwin kesting Incr

dwin kesting
inux BN MFS Run at these times:

WIN_CH_OM 12:004M Edit start times. .. |
WIM_CM_Recovery
—cal
WIN_CM_Recovery? alel Remaove All |
WIM_CM_Recoverys
Daily operation

DavidBackup
ek

1 Monthl | =

] ) EX )

(===

==

% Back II Mext > |I Cancel |

4]

Totall5 Selected:0

=] I —'I
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7. Enter Stage Area Name, Application as BACKUP, click Fi_nish.

!—)-’ = - O
Schedule ]
L i —
e = 8| Mam Cisk Properties
Create ! |.3; ify ‘S Stage Area Mame: I HOMCIFS|
S rew M mogire B o Cpprelletileme | Backur =
[ Recu
| [=] Schedule Mame [ 1__Monthl =
avidlinu=EM MFS [Fi=1 _I
DavidLinuxBM MFS_Inct |
dwin tesking Incr . |
Edwin testing
inux BN MFS M |
WIN_CM_OM r Fl
WIN_CH_Recovery :l E
IR _Ch_Recowery? —Caler :l E
WM _CH_Recovery3 :l El
aily operakion
= Back I Finish I I Cancel I
| el I _I
—_—
" Totakl5 Selected:D rii

8. Click OK.

- - ox
W

Schedule —Schedule Mame and Comment @
,f‘ L ’n) 8 Mame: IDain_ScheduIe
=
= | 2 |
Create Maodify Comment: I
[ Recurrences
Schedule Mame I I | | Monthly | o
DavidLinuxEMN MFS urrence hame Aukosave Fre.lquenc SCTE Mew, ..
DawidLinuxBr MFS_Iner es Daily Fu clone
5 B |
Dbz Modify. ..
Dell Testing ﬂ
Edwin testing Incr F— |
Edwin testing
inux BN MFS Tl [+ el I
= wiIN_ch_om i F|
WIN_CN_Recovery :| E
WIN_CM_Recovery2 —Calendar Media Management :| E
WIN_CN_Recovery3 INovember ‘I |2l313 3:  Mone :| E
Daily operation _
= |tesk 1 2
2 (4 "5 "l "7 & o
D D D
111 12 713 14 |15 |16 Exclude Dates. .. |
17 |18 "[13 ®20 |21 |22 |23
24 25 "28 "l27 "28 23 |30 Counters. . |
g I Ok | Cancel I _'I

" Totall5 Selected:0
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9. On Bridge HDM Management Console, click Object Manager under Control Node, which
displays the Object Manager in the list. Double click to open the Object Manager on right-hand

side pane.
dhManagement Console - Control Node [_ O]
@ ’j‘% General | Iu_HI] Report Manager | g Log Yiewer I Robat Manager |
X Eeefresh |7
— ¥ Delete \'\“/'" '?
| Cpen Diagnostics Guides
-
General Actions Guides
E-diy Management Console Control Mode = Dbject Manager
B2 Control Node Mame Path
Queus Manager
f__'| Schedule Manager
7‘_@ Service Manager
E’ Update License
_ﬁ Reporks
[ Service Mode
w2 Configuration
L3 Conkrol Utility
Eackup MNode
— Configuration
@ Service Manager
E}-- Robok Manager
= |:|H|] Report Manager
i {3l Contral Mode
[Tl Media Manager
= g Log Yiewer
. . localhost g. 1 Item |

10. Choose Template objects contain default settings for particular tasks such as platform or
database backups, storage policy application or reporting, click Next.

Object View Database Tools Help 171
'i_w\ | = Restore : ,Ej' %] Wizard z)Single field | $§ Delete m# Clone HH select all
& — List Journal : ) || [Z5] All fields Auto T Undelete ] |:ﬁ| Recovery Select none
Restore e = Create - .
Ukility ~ or run E ==| Group of fields =D Rename r_@ Select special
| madite WM crnmnice | calaer |

Object | Service Node | Eackup Mode List
| David_Unix_ta_Unix Create Object localhost

I pavid_Unix_ta_iwin davidd-wzka-04

EDavid_Win_to_Win Create a new object E . localhaost

from a template or an existing abject

EDell_Test localhost
EDUt0U2 localhost
C S Edwin_nbject brect describes wh o i . localhost
(== An object describes what to run and where and when ta run ik, Objects can

Ereco-very - - describe backups, reports, storage palicy etc. Mew objects can be based an lacalhost
ESGWHQ_U“IX_':U_U”'X template objects or existing objects, localhost
[ |test localhost
E=WIN_CN_Recovery localhast
-WIN_CN_Re-:D\-'ery2 * Template objects contain default settings For particular : lacalhost
- tasks such as platform or database backups, storage policy

Lo WIN_CM_Recovery3 application or reporting. localhost

" Existing objects are those already defined in the object
database,

4 = Back II Mext = II Cancel | LI

" Ready | Total:l2 Displayed:12 Selected:0
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11. Choose WIN in the template list then click Next.

i.i - O X
Object WView Database Tools Help @
ﬁ - [ > “r Restore - 0 [ Wizard 55 single field | $€ Delete Py = Clone HH select all
= [0l List Journat G0 S5 s P R I E (B Do mnn | [OD oo none
Restore :  Save ) Create Dbject o :
Utility -~ or run [ @ List Saves: 52 select special
e Select Template E b rrre—
Select the most appropriate kemplate -
Cbject 5 | Backup Mode List

Dravid _Unizx_to_Unix
ESlpavid_Unix_to_win
EIDawid_win_ta_win
E Dell_Test
F=oukanz
ﬁ Edwin_objeck
E recovery

Saving_Unix_to_Linix
E test
m W IN_CMN_Recovery
m W IN_CMN_Recoveryz
m W IN_CMN_Recoverys

-] Windaows

E W T
WIN_WSS_Local
= WIN_Registry

B= win_state
- win_state_wss_Local
B wini_mirror_1sE
= WIN_Mirror_IDR,

E WIN_Mirror_Cascade_ISE
E WIN_Mirror _IDR.SymSnap
= win_mirror_RematelDR
- WIN_Snap2IDR

B win_1orzBackup

=l

localhosk
davidd-wzks-04
localbosk
localhosk
localhosk
localbost
localbost
localbost
localbost
localbost
localbost
localbost

< Back _ Cancel I

|

ol

Ready

| Total:l2 Displayed:12 Selected:l

12. Enter the Service Node related info with the valid file path for backup data source, click Next.

W e
Ohbject WView Database Tools Help @
ﬁ [ > s Restore . L | (& wizard S single field  $§ Delete B o S, Clone HE select all
& [l List Journ= ) AN FialAc fibncoua v T lindalata mﬂ 8. Darnvans

Restore . Save _
Utility ~ or run [ List Saves:

Create Object

service Node

55 Sselect none

E@ Select special

Objeck 5 . | Backup Mode Lisk
.Elaavid_Unix_to_Unix localhost
Dav!d_Ur.nx_to_\n\f'ln A Service Node is a computer whose data is saved or restored by an davidd-wzks-04
£ mavid_twin_to_twin operation initiated & Control Mode. During a save, data is collected and sent localhast
EDEII_Test to & Backup Mode. localhost
Fioutauz localhost
E Edwin_object T I locahost LI localhost
Erecovery localhost
Saving _Unix_ko_lnix User: I adriniskrakar localhost
test localhost
B=win_cn_Recovery Password: [esesess localhost
m WIN_CM_Recovery2 localhost
mWIN_CN_RecoveryS Path defines data ko be saved or restored localhast
Path: I C:idataset|
< Back I I Mext = I I Cancel
Ce—
1 | [
Ready Total:l2 Displayed:12 Selected:1l -
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13. Enter Backup Node related info, click Add/Edit password(s)

Vi
Object View Database Tools Help
'\2\ o > “Restore - 1 [B Wizard Sesinglefield 3¢ Delete B 5, Clone EH select all
& [yl List Journ=t Ly || B AN et Narbreaua - Tl Aalata mﬂ [ 6. Darcware OO Select none
Restor ave 5 Create Dbject X
Utility ~ or run EiilList Saves: U L E@Select special
nction Backup Node List E . et
Obiject E | Backup Mode List
.E‘E)avid_Unix_to_Unix localhost
:Dav!d_Un.lx_to_\p\f'ln Backup Modes store data on disk or tape. IF vou specify a comma separated davidd-wzks-04
EDa\"'d_W'n_tU_W"" list of nodes, Save operations that Fail are automatically rerun on the next lacalhost
ﬁ Dell_Tesk I l I L localhosk
E Ditolz localhost
E Edwin_object R I [erI— LI localhost
Erecovery localhost
E Saving_Jnix_ko_Unix Usersh: I adrministrator localhost
test localhosk
m WIN_CM_Recovery localhost
m WIM_CM_Recoveryz localhost
m WIN_CM_Recoveryd localhost
< Back Mext = Cancel
41 |
. Ready Totall2 Displayed:12 Selected:1

14. Enter the Passwords for Backup Node then click OK

%)
Object View Database Tools Help

'\2\ ; “Restore - [ & Wizard Eosinglefield  §§ Delete  Mgm S clone  Hf selectal
* =%

J]] List Journ=! AN Mncava T = lindalata B Dacouan: Eg Select none
Restore = Save : Create Dbject X
Utility © orrun () List Saves . X [ Select special

— :Eul Edit password(s) | saledt |

Object ~Passwords oK I | Backup Made List

ﬁDavid_Unix_tc-_Unix ——— [ [eessnesl {administratar on localhost) lacalhost

ESIpavid_Lnix_ta_win cancel | davidd-wzka-04

EDavid_Win_to_Win Esc I Iocalhost
EDBII_Test nc Iocalhost
EDUt0U2 I localhost
ﬁEdwin_ohject i l— ﬂ localhost
ﬁrecovery localhost

Saving_Unix_to_Unix I B localhost

kest I - localhost
BWIN_CN_Recoverv P: l— localhost
BWIN_CN_RBCDVBWZ localhost
EjWIN_CN_RecoveryS l— ﬂ localhost

l—

Back | et I Cancel
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15. Click Next. Please refer to Appendix A for User and Password.

%) o
Object View Database Tools Help

ﬁ - > sRestore - ) [E wizard T singlefield  $§ Delete B =, Clone EH selectall
&+ [l List Journa! || B3 ansialdc Ribncaua v T lindalata Fﬂﬂ [#. Darnwars | OO Select none
Restore :  Save i Create Object o .
Utility ~ orrun () List Saves: C¢? Select special
Backup Mode List m . I
Ohject 5 | Backup Mode List
=1 David_Unix_to_Unix localhost
EDaV!d_Unlm_to_\-\:'ln Backup Modes store data on disk or tape. IF vou specify a comma separated davidd-w2ka-04
[/ David_in_ta_win list of nodes, Save operations that Fail are automatically rerun on the next lacalhost
EDEII_Test node, The lisk can repeat the same node for simple automatic retry, lacalhiosk
Stz localhost
=t :
o Edduiin_object Computeris): | =]l j Iacalhost
[ |recaovery localhost
E Saving_Unix_to_Lnix User(sk: I adrministrator localhosk
==
[ |kest localhost
B=win_cH_Recavery Password(s); | #keies localhost
B wIN_CH_Recoveryz localhost
_- WIN_CH_Recoveryd Add{Edit passwordis) localhnst
< Back I hext = II Cancel |
16. Accept the defaults and click Next.
- 7
®) .
Object Wiew Database Tools Help L7
T‘ - > <L Restore - 5 | B wizard TE single field  $ Delete -] =, Clone 54 select all
& i List Journar 2 1indatata Fﬂﬂ 6= Dacewans || 00

Restore ©  Sawe
Utility ~ orrun [ List 5aves

Ohject

L David _Uniz_bo_LUni=

ES pavid_Urnix_to_win

=] David_win_ta_twin

f Dell_Test

[ DUkolz
Edwin_object

rECOVEryY

Sawing_Unix_bo_Lnix

test

_____ WIN_CN_Recovery
WIMN_CM_Recovery2

WIM_CH_Recovery3

e

FETEPLRERER

|

45 25 Al Fialde
Create Dbject

Mouvkrcawa

545 Select none

£ select special
ol

E3
Mail m
w

| Backup Mode List

localhost

If the job does nok complete successfully, the log can be mailed to one or
mote recipients,

The next page offers a list of recipients used in other objects, A semicolon
separated list of additional recipients can also be entered. If no recipients are
selected or entered, no mail is sent.

Mail log

= when job ends in error or warning

davidd-wzks-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

= Back II Mext = i Cancel

Ready

Totalil2 Displayed:12 Selected:1

Setting Up Dell™ DR Series Deduplication Appliance on BridgeHead® Healthcare Data Management | January 2014



23

17. Select Mail Recipients, click Next.

- - OX
.' Object View Database Tools Help @
'\2\ : i “rRestore - 7 [&| wizard Sosinglefield  $€ Delete oy 5 Clone EH select all

i _]]]ListJourn=' L | ES o siarae Arrbncawa - T Hindalata E [, Darnwar: 95 select none
Restore - Save P Create Dbject o -
Utility -~ or run [ List 5aves: L r_@ Select special
nctior Select Mail Recipients E .
Object 5 | Eackup Mode List

.EJDavid_Unix_to_Unix localbost

ESlpavid_Unise_ta_win davidd-wzka-04

E David_Win_to_wWin Recipients I localbost

EDE"_TES'Z O david.dena@software. dell. com lacalhost

EDUtDU2 edwin,zhao@software. dell, com lacalhost

E Edwin_obiject localbost

E recovery localhosk

E Saving_Unix_to_Unix localbost

E test localhost

m WIN_CM_Recovery localhost

m WIN_CH_Recovery? localbost

B WIN_CH_Recoverys r—Additional recipients (semicolon separated) localhost

B o

4]

Ready

Totalil2 Displayed:12 Selected:l

18. Choose the Schedule, click Next.

-
N4 Object View

Database

Tools Help

Restore .  Save
Utility ~ or run [ List Saves:
Obiject

'\El : [ > Q’Restore
i J]]List]ourn" DB | ES An fialde =

Create Object

- B wizard 3¢ Delete

5.5 single field

E =5, Clone
=2

Makncawa v = llndalata

Scheduling
Select a suitable schedule

E
o

David_Unix_bo_LUnix
5] pavid_Unix_ta_twin
Drarvvid _wviin_to_in
E Dell_Test
Dlleallz
E Edwin_object
rECOVELY
E Sawing_Unix_to_Lnix
test
m WIMN_CHN_Recovery
WIM_CH_Recoveryz
m WIM_CM_Recovery3

Schedule:

Schedule Manager. .. I

—Calendar

INovember = I

Refresh schedules list I

1 2
z (4 ®ls %ls °lz |z |a
1 11 "1z "13 "4 15 [1e
17 18 "1g ®lzo "l21 |22 2z

24 125 26 27 28 23 30

= Back

Mexk = II Cancel

. Darnwan:

EE Select all
o5 select none

E@ Select special

| Backup Mode Lisk

4]

localhost
davidd-waka-04
localhosk
localhosk
localhosk
localhosk
localhosk
localhosk
localhosk
localhosk
localhosk
localhost

Readv

Totall2 Displaved:12 Selected:l
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19. Accept the defaults and click Next

%) e

Object View Cratabase Tools Help @
'\E\ - > <sRestore - | (% wizard S single field  $% Delete B o S, Clone HH select all

i _]J] List Journ=! L | ES i siarac Ardacava - TSl Aalata E [, Darnwans 95 select none

Restore :
Utility

Save

orrun [ List Saves:

Object

DUtalz

test
WIN_CM
WM _CH

LPEFITEFETER

4]

| David_Unizx_to_nix

David_Unix_to_\Win
E= David_win_to_win
B9 Dell_Test

Create Dbject

Scheduling

E@ Select special
W e |

| Eackup Mode Lisk

=
L

Edwin_object
reCOvery
Saving_Unix_to_Unix

_Recovery
_Recovery?

Tick the box below bo override the start times in the schedule, Incremental
runs are not normally used for non-backup objects,

[T owerride schedule start times

Full: EQ:DD P 3:
F?:UD FM 5:

Incremental:

localhost
davidd-wzka-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

LaCk- Cance'

Ready

Totalkl2 Di

20. Accept the defaults and click Next.

isplayed:12 Selected:1

Object WView Database Tools Help L7l
ﬁ ( »> s Restore . [ [ Wizard Sosingle field 3 Delete P e =, Clone BH select all
i _]J] List Journat © &0 | B9 Al fiatac Aodacava v = limAalata E | . Daraans: 95 select none

Restore :
Utility

Save
orrun [ List Saves:

Object

Create Object

Queue Names

"
- B

£ select special
N et

I Backup Mode Lisk

Lo David _Uiniz:_ko_Uinix
ESlpavid_Unix_ta_win
I David_win_to_win
Dell_Test

DUkoll2
Edwin_object
recovery
Saving_Lnix_to_Linix
fest
WIM_CM_Recovery
L WIN_CM_RecoveryZ
[ WIM_CH_Recoveryd

LTEFEPLRERLRLR

|

localhost
once scheduled, jobs are held in gueues, Jobs run as soon as their start time davidd-w2ks-04
arrives and sufficient resources are available. Different queues can be used localhost
to group jobs For common resources and For easy monitoring. localhost
localhiost
localhost
Pl localhost
localhost
Incremental: <HT Q= -
I _I localhiost
Restore: I “HTG= ;I localhost
localhost
localhost
< Back Mesxtk = I Cancel I

Ready

Totalil2 Displayed:12 Selected:l
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L

Object | View

21. Enter the Name of Object then click Finish to save it.

Database Tools Help

Restore:  Save
Utility ~ orrun [ List 5aves:

Object

'\2\ : e Restore - [ [ Wizard Sosingle field  $€ Delete EE =, Clone
i‘ J]]Listjournﬂ S | B anfialac

Create Object

Mdncawa T = lindalata

Object Name(s) m .
wi

EE select all

of7 Select special

[ 4. u.m-mmL 55 Select none

| Backup Mode List

E David_ni_to_nix
S avid_Unis_ta_Win
£ David_win_ta_win
E Dell_Test

S oukauz

E Edwin_object

E FECOVERY

E Saving_Unix_ko_Unix
E test

m WIN_CMN_Recovery
m WIN_CM_Recavery?
m WIN_CM_Recoverys

Each abject must be given a unigue name within the object database.
Consider 05 naming conventions and restrictions, Mames associated with a
node name and path are recommended. Press Create to create without
finishing.

Mame of object to create
|] EBhckup_sample

Creake |

localhost
davidd-wzka-04
localhost
localhost
localhost
lacalhost
localhost
lacalhost
localhost
lacalhost
localhost
localhost

< Back

Cancel |

4]

Ready

| Totall2 Displayed:12 Selected:l

2

22. The backup object summary is displayed on the Object list. Right-click the object to run the

backup.
.‘.,’ ¥ Control Mode Object Manager - O X
Object View Database Tools Help @)
ﬁ [ > <L Restore & wizard Sosingle field  $E Delete EE =5, Clone EH select all
&+ [/l List Journa 25| Al fields Autosave - D] Undelete = L:ﬁ Recovery 55 Select none
Restore ©  Save == : = Create =
Utility ~ orrun [ List 5aveset - @ |==| Group of fields =0 Rename I—_@Select special
— T —— T
| Service Node | Eackup Mode Lisk
localhost localhost
Fpa.  Miew History. .. 10,250,241.193 lacalhost
B 10,250,242.94 davidd-wzks-04
==p — davidd-wzki-04 localhosk
EDBI (e el localhost localhost
E0U ot covmeet, . 10.250.242.94 localhast
EEd\- davidd-wzks-04 localhost
Frec  Restore Utility localhost localhost
San Modify . 10,250,241,193 localhost
tes Delate. .. 10.:_250.241 193 localhost
m Wl Displary. .. davidd-wzks-04 localhost
B Wiy localhost localhost
BWIN_CN_Recovery3 localhaost localhaost
| | |

Readv

Totalil3 Disolaved:13 Selected:1
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23. When Save or Run Operation window opens, click Start On-Line to start the backup.

&)

Object | View

Database Tools

Help

Utility

Cd

Restore - ;
© arrun [ List Saveset ©

: I > QRestore

Save

J]J List Journal :

)

Save or Run Operal

PETITLT

4

Chject
.E’Backup_sample

EDavid_Unix_to_Unix
= David_Unix_ta_win
5 David_win_ta_win
EDEII_Test

Foutauz
EEdwin_ohject
recovery
Sawing_nix_ko_lnix

YWIN_CM_Recovery
YWIN_CM_Recovery2
YWIN_CM_Recovery3

B85 select all

oo
— Chjeck(s) ——r vy oo Select none
ark On-Line o .
CObject Mame | Cperation | Type | L "—'% LR SEEEE
[
| Backup Mode List
PUISERS | localhost
localhost
Pattern...
—I davidd-wzka-04
Close | localhost
localhost
localhost
localhost
localhost
localhost
_ . _ localhost
Cperation Recurrence
- ~ localhost
=arty I Draily LI localbost
[Monthly: o localbost
Weekly i«
- r—Skark Time for Subrmit
Dail g
b [rzerzos =] Tedasy |
Incremental o
: = I
By Recurrence [ 10:23 PM JE= | o

2

24. The Object Manager Operation Log window displays the progress of the backup session.
Operation status has details of the backup job.

Object Manager Operation Log E3

)

Object View
ﬁ : [ ’ Q Restore
& )l List Joun
Restore: Save _
Utility = orrun [ List Save

I~ Service Mode

I HT Service Node Yersion
Operating Systern:

MNode Mame:

Windowsad 4,2-20 Build 422001

I Windowse4 6,1,7601 5P1

| pavIDD-w2Ks-04

Objeck

THle

T

i

test

<

Backup_sample

L David_Unix_to_Unix
David_Unix_to_wWin
L David_wWin_to_Win
EDeII_Test

Foutalz
EEdwin_object
recovery
Saving_Unix_to_Lnix

ST _CM_Recovery
TWIN_CN_Recovery2
JMWIN_CM_Recovery3

Object Mame:
Cperation Type:
Obiject Path:
File Pattern:
Backup Maode:

Dataset Mame:

—Service Mode Input Parameters

I Backup_sample

| Size (KB): | O

I Ciidataset

I localhost 4232

I (Backup_sample.D001{_DISK_:HDMCIFS

[~ Operation Staktus

J | Success

CM cposproc, Postprocess
ujl} Cormmand

¥ auto-refresh every: I S 3:

SM Processed 510 bytes, 2 items (22:26:23)

SM Processed atatal of 510 bytes, 2 items

SM ioprompl, Operation completed on Thu Mow 28 22:26:23 2013,
M csnmexeyx, Cantral Mode closed connection.

ing started
C:iHE. CMACMDcn_erroremail . bak

seconds

Details... |
Abark |

BH select all
o5 select none

Fé select special

Backup Mode Lisk

localhost
localhost
davidd-wzka-04
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost
localhost

Ready
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4 Set up DR Native Replication & Restore from Replication
Target Container

4.1 Build Replication Relationship between DRs

1. Onsource DR, select Replication from the menu panel on the left side of the management
interface, click Create.

ml DR4100-VM root (Log out) | Help
Replication o

B Global View
B Dashboard
Alerts

MNumber of Source Replications: 0

Local Container Name Role Remote Container Name Peer State Bandwidth Select

Clients
Schedules

System Configuration
Support

Copyright @ 2011 - 2013 Dell Inc. All rights resenved.

2. Select a local container as source container, select Map to container on remote system,
enter Target DR related info, click Retrieve Containers, select populated target container from the
list, click Create Replication.

Create Replication

* = required fields

Step 1: Select a local container Step 3: Selectarole ™ Step 4: Remote container settings
- @ source © Target () Create container on remote system
HDMNF52 @ Map to container on remote system

Password®: |sessess

Peer System™ 10.250.233.67

- Remote Container: |Retrieve Containers(s
-

Step 2: Select Encryption :
@ None © 128 bit © 256 bit

Cam:el Create Replication
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3. Verify that the replication is created successfully. Make sure Peer Status is Online for the
replication session.

ML DR4100-VM root (Log out) | Help

edw 071.ocarina.local Replication Create | | Bandwidth |

B Global View
B - Dashboard o
Alerts | Message |

¢|I 5 fully added replication for container 'backup’.

Mumber of Source Replications: 1

Replication S :
Storage Local Container Name Role Remote Container Name Peer State Bandwidth Select
Containers .
cnntamr backup 10.250.233.67 Online Default
Replication backup

lients
Schedules
Replication Schedule
Cleaner Schedule
System Configuration
Support

Copyright @ 2011 - 2013 Dell Inc. All rights reserved.
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4.2 Backup to Source DR (Optional: only when there is no backed up
data on source container)

1. Add both source DR and target DR as Stage Area on Bridge HDM, create a New Backup Job with
source DR as the Target. Make sure the backup is successful.

Object Wiew Database Tools Help @
P e — ~a -t a oo
: Rest E Select all
i : ’ Q sstars Save or Run Operation [ X| Hp Selec:
List Journal - _ - . ry 0o Select none
Restore :  Save _]]J [ Obiect(s)

utility ~ orrun [ List Saveset : Stark On-Line

Object M. i l
ect Mame I Operation | Tvpe |
Subrmik I
ject | Backup Mode Lisk
Backup_sample EI localhost

562 Select special

o]
=n

EDavid_Unix_to_Unix Pattern localhost
C 5 iDawid_Unix_to_twin 4| = davidd-w2ka-0d
I___'Da\v’it:I_'\u'\-'in_to_‘u-'\n'in Close | localhost
(==
L Cell_Test localhost
Ciputaliz localhost
I___IEdWin_DbjECt localhost
(==
L |recovery localhost
ESaving_Unix_to_Unix localhost
EStest localhost
= 8 Operation—————— ] Recurrence
L kest_linux _— - localhost
ea, -

:_-_WIN_CN_Recovery ¥ | Craily ;I localhost
:WIN_CN_RecoveryZ fAenthly: o localhost
_-_WIN_CN_RecoveryS ekl (i3 localhost

Win_Saving —Stark Time for Submit ———————————————— localhost
= Daily (o

L1/24f2013 = Today
Incremental [
: = Ty
By Recurrence & 12:12 AM =l

4| | [

Ready | Totall5 Displayed:15 Selected:l .-
w = Object Manager Operation Log B3 =
Object View Lol
— e ; E— [ Service Mode HE select all
i H > I HT Service Mode Yersion Windowsa4 4,2-20 Build 422001
: U List Jaur 55 select none
Restore -  Sawve 9 i
Utility - orrun (= List Save Operating Syskem: I windowsed 6.1.7601 SP1 S Select special
Mode Mame: | DawIDD-weke-04
Objeck Backup Mode Lisk
S Mode Input P. 0 &bort |
| ervice Mode Input Parameters \ocalhost
Dravid _Uniz_to_Unix Cbject Mame: I Backup_sample localhosk
Dravid_Unix_to_Win davidd-wZks-04
(= -, - o] kion T H I Si KEM: I o
Dawid_Wwin_to_win REratian Tvps = W= localhosk
FDell_Test Object Path: [cidarassar lacalhost
DUEoIZ N — I localhost
Edwin_object !l Pattern: localhosk
recovery Backup MNode: I localhost 4232 localhost
Saving_Unix_ko_Unix localhosk
F=tast Drakasek Mame: I (Backup_sample.DO01{_DISK_:hdmcifs(B \ocalhost
kest_linusx localhost
=

Cperation Status
IR _CR_Recovery localhosk
T Il _CM_Recovery2 J I SuCcess localhost

WeIRI_Ch_Recoweryd localhost
wWin_Saving Ch cshmexes, Contral Noqe clozed connection. ;I
— N cposproc, Postprocessing started.
M cposproc, Command file: <HEape Y CRYWC MDY cn_erroremail . bat
N cposproc, Postprocessing scripk returned Ok,
SM iopstart, Operation started on Sun Mov 24 00:39:28 2013.
o

localhost

<

Ready Total:l5 Displayed:15 Selected:1

¥ nuto-refresh ewvery: seconds
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2. Click Configuration of Backup Node, which displays Configuration File, Double click to open the
Configuration File.

B{HPT_BN - Notepad

File Edit Format Yiew Help
; user. I no name is specified, the staging area can aonly he used for

;
;oautomatic staging area selection. If no maximum size is specified,
; the stagin? area size is limited only by the amount of free dizk

i space awvailahkle.

;

i Staging_Area<_nnx_Path

i specifies the full path of the staging area. For example

;o CrihwStagehstagelh. Tﬁe default is no path, i.e. no staging area.

; Staging areas have to be defined in strict ascending arder.

; For example if one defines staging areas 01, 02, 03, 03, 06§ and 07,
i only staging areas 01, 02 and 03 will be taken dnto account.

i If not defined, staging_aArea_0l_Path defaults to the Stage

; sub-folder of the Backup Mode. Typically C:\HtapehBWYyStage.

L
staging area 01 _Path
Staging_Area_g2_Pat

;

; Staging_Area<_nn>_Namek

i Specifies a name for the staging area. This setting is optional.

i I you sEeciFy a staging area name, youd can ask the Backup wode to
; select that particular stagin? area, rather than Teave tThe choice
; to the Backup Mode. The default is no name.

}
staging_area_ol_mame
staging_Area_02_Name

HOMCIFS
Stagel

3. Modify the Stage Path to point to target DR container path, then save the changes

B HPT_BN - Notepad

File Edit Format Wiew Help

user. If no name is specified, the staging area can aonly be used for
automatic staging area selection. ITf no maximum size is specified,
the stagin? area size is Timited only by the amount of free disk
space avaiTable.

staging_area<_nnr_Path

Specifies the full Eath of the staging area. For example
C:NStagehStagels. Thne default is no path, i.e. no staging area.
staging areas have to be defined in strict ascending order.

For example if one defines staging areas 01, 02, 03, 05, 06 and 07,
only staging areas 01, 02 and 03 will be taken dnto account.

If not defined, staging_area_01_prath defaults to the Stage
sub-folder of the Backup Node. Typically C:iZ\HTape“BN\STage.

étaging_Area_Ol_Path = 10,250,233 67 backupy, I

LAy iy _Ared_We _FdiiT ="1. LdLyE LdLyE

staging_Area<_nn>_nName

specifies a name for the staging area. This setting is optional.
If you SEECify a staging area name, you can ask the Backup Node To
select that particular stagin? area, rather than leave the choice
to the Backup Mode. The defauTt is no name.|

HDMCIFS
Stage?

%taging_Area_Ol_Name
staging_area_02_Name
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4. Go to Backup Node - > Service Manager, restart the Service of Backup Node
#»Management Console - Backup Node =]

;\ General m Report Manager @ Log Yiewer Robot Manager

_—_il_‘l . Refresh ./'__-;
I-_'I M oelete k\“/p:{ EE?

Open Diagnostics | Guides

-

General Actions Guides

Eldiy Management Console Backup Mode = Service Manager
L—__} Control Mode

EI Object Manager
@ Queus Manager
Schedule Manager 4 Backup Node - Service Manager =]
{% Service Manager
l? Update License

Mame % Path

Service | About |

Service Statu:

E}. service Hods HT Intemet 0 aemon iz running
Configuration .

HT Backup Broker iz running
Control Utility
[—}- Backup Mode

|mstall Services | Remove Services |

I Start I | S[Dp i I S e |
I:}- Robot Manager
&-[alll Repart Manager "ﬁctlonJStatu

[}-@ Log Viewwer

Cloze Help |
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4.3

Restore from Replication Target

1.  On Bridge HDM Management Console, open Object Manager, the backup object summary is
displayed under Object list. Right-click the object and choose Restore

32
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- ¥ Control Mode Object Manager [ [ 4
.’ Object WView Database Tools Help @
ﬁ : i s Restore . 07y [3g|wizard Do singlefield 3§ Delete P g =, Clone HE select an
& [l List Journal : @ [E5] All fields Autosave ~ @ Undelete EE L_ﬁl Recovery 55 Select none
Restore -  Sawve = Create
Utility ~ orrun [ List Saveset - % %Group of fields [ Rename E@Select special
Euinct Mo dif |  select |
Object | Service Mode | EBackup Mode List
localhost localbost
ESjpavi  MiswHistary.., 10.250,241,193 lacalhast
FDavi Sawe or Bun... 10,250,242,94 davidd-wzks-04
E davidd-wzka-04 localhosk
_jDeII_ List Journal, .. localhost localbost
_jDUt( List Saveset. .. 10.250,242.94 localhost
_j Edwa davidd-wzka-04 localhost
ﬁ reco Restare Litility localhost localhost
:j Savi Madify » 10.250.241.195 localhost
_jtest Delete. .. 10.250.241.193 localbost
L test, Display. .. 10,.250.241.193 localhost
EWI T davidd-wzkE-04 localhosk
D WIN_CM_Recoveryz localhost localhost
m WIN_Ch_Recovery3 localhost localhosk
E Win_Saving davidd-wzka-04 localhost
| | |
Ready Total:15 Displayed:15 Selected:l -
2. Select the Saveset, then click Start On-Line.
‘..' | X
R . o< operation g 2
T\ : t <7 Restore —Ohject BH select anl
i : _]]] List lournal IBackup_sampIe j = vy 55 Select none
Restor Sawe ; a .
Utility orrun [ List Saveset —Generationis) Submit I E@ Select special
T | WMl select |
Details. .. I
Object I EBackup Mode List
.EJBackup_sample localhost
:j Dravid_Unizx_to_ Uinix localhost
L] Davvid_Uiniz_to_twin pattern. . I davidd-wzks-0¢
j Dravid_win_to_win localhost
:j Dell_Test Close I localhaost
L |DUtalz localhost
_j Edwin_ohject localhost
_j FECOVERY X ) localhiost
:jSawng_Unix_to_Unlx el T (far Sulbm: localhost
_jtest Il 1/24)2013 vl Today I localhost
[ rest_linux localhost
m WIMN_CM_Recovery 1:04 AM ;| [ localhost
m WIN_CN_Recowvery? localhost
m WIM_CM_Recoverys i~ Restore Properties localhost
Win_3aving &/ Service Mode =localhost= localhost
T Barckup MNode =localhost >
ﬁl Target Directory =Cdataset>
Bropetkies. .. I
1] I |
Ready | Totalil5 Displayed:15 Selected:1l gt
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Verify that the restore job completes successfully.

-
!_') Object T Object Manager Operation Log

Restore :  Save

i Y

Utility ~ orrun [ List Save

—Service Mode
| HT Service Mode Version Windowse 4.2-20 Build 422001

Operating System: I windowsed 6,1, 7601 SP1

Mode Marne: I DAy IDD-Y 2K8-04

o
=8

ject

Backup_sample

—Service Mode Input Parameters

Close I
Details... I

Abork I

HE select all

oo
oo Select none

5 select special

Backup Mode List

localhost

EDavid_Unlx_to_Unlx Object Mame: I Backup_sample localhost
David_Uniz_to_WWin davidd-wzka-04
BE= = - Operation Type: I R Size (KB I
EDavid_Win_to_Win 2 bE (KE) localhost
EDEII_Test Target Directary: | :hdakaset localhiosk
EDUtDUZ il ity I localhost
S Edwin_object i Paktern: localhost
Erecovery Backup Mode: | localhost 4232 localhost
I___'Sa\-'ing Inize_ko_Unix localhiost
BE= = - = Dataset Mame: I {Backup_sample, DO01{_DISK_:hdmcifs{B
L kest localhost
E= N
=tESt7|II'ILIX —Operation Status localhost
_____ WIN_CH_Recovery localhost
:WIN_CN_Re:overyQ J ISuccess localhost
rWIN_CN_REEUVErYS localhost
Win_Saving SM weaitskrm, MWaiting For data streams ko Finish ;l localhost

— Sh Processed a total of 510 bytes, 2 items

SK iopcompl, Operation completed on Sun Mow 24 01:09:04 2013,

CN csnmexex, Control Node closed connection., _

CM cposproc, Postprocessing started.

I cposproc, Command file Htape! CHYCMDY cn_erroremail, bat ‘|

C i ipt returnes
A | ™ auto-refresh every: I -] seconds _;I
Ready Total:15 Displayed:15 Selected:1
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5 Set Up the DR Series Deduplication Appliance Cleaner

The cleaner will run during idle time. If you workflow does not have a sufficient amount of idle time on a
daily basis then you should consider scheduling the cleaner which will force it to run during that
scheduled time.

If necessary you can do the following procedure as described in the screenshot to force the cleaner to
run. Once all the backup jobs are setup the DR Series Deduplication Appliance cleaner can be scheduled.
The DR Series Deduplication Appliance cleaner should run at least 6 hours per week when backups are not
taking place, generally after a backup job has completed.

Performing scheduled disk space reclamation operations are recommended as a method for recovering
disk space from system containers in which files were deleted as a result of deduplication.

DR4100

EdwinZ-SW-01 Help | Log out

Cleaner Schedule

Schediile Cleaner
System time zone: US/Pacific, Fri Jul 5 05:00:41 2013

Mote: When no schedule is set, the cleaner will run as needed.

Replication

B Storage Day Start Time Stop Time
Containers sun - -
Replication Mon - -
Compression Level Tue - -
Clients Wed - -

B Schedules Thu - —
Replication Schedule Fri - —

B - System Configuration
Meiworking
Active Directory
Local Workgroup Users
Email Alerts

Email Relay Host
Date and Time

Software Upgrade
License

Copyright ® 2011 - 2013 Dell Inc. All rights reserved.
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Monitoring Deduplication, Compression and Performance
After backup jobs have completed, the DR Series Deduplication Appliance tracks capacity, storage savings
and throughput on the DR Series Deduplication Appliance dashboard. This information is valuable in
understanding the benefits the DR Series Deduplication Appliance.

Note: Deduplication ratios increase over time; it is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs complete, the ratios will increase. Backup
jobs with a 12-week retention will average a 15x ratio in most cases.

DR4100
EdwinZ-5W-01

DeLL

= Dashboard

Monitor Dedupe,
Compression &

Dashboard
Performance

u Syslem Stale; optimal u HW St1ale gpiimal
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Copymight @ 20111 - 2013 Dall Inc. Al fights resered

Capacity Storage Savings
Toom: 1h 19 B4 1m Ay % Toom: 1h 1d & :
Sadings () MiBs
" Time (minilas Tima (minules)
W Tols M Read
M Fr
Sysvem Information
Produc Hama CRL100 Todal Savings ATE2 %
System Harms EcwinZ-5-01 Total Mumiber of Files in All Contansns 107
Software Varsion 2101650 Humber of Contaifers 2
Current DabeTirme Fri Jul & 05:04:20 2013 Humoaer of Containers Replicaten i
Curani Tiene Zone ISP 3oific Acthos Bytes 1.2 Gil T,
Claaner Stabus il
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A Appendix

Al Create a Storage Device for CIFS

There are two options for BridgeHead HDM to authenticate to DR Series Deduplication Appliance through
CIFS.

1. DRs joined into an Active Directory Domain: Integrate BridgeHead HDM and DR Series
Deduplication Appliance with Active Directory
a. Ensure the AD user has appropriate ACLs to the DR Series Deduplication Appliance Container
share
b. When creating an object, set the Backup Node of BridgeHead HDM to run with this AD user
<Domain\User>

2. DRs standalone CIES server: Make sure this CIFS user has appropriate access permission to the

DR Series Deduplication Appliance container share. BridgeHead HDM Backup Node will use this
user to authenticate to DR Series Deduplication Appliance share in Workgroup mode.
a. To set the password for local CIFS administrator on the DR Series Deduplication Appliance, log on
to the DR using SSH.
i. Logon with username Administrator and password StOr@ge!
i. Run the following command:
Authenticate --set --user administrator

Note: The CIFS administrator account is a separate account from the administrator account used to
administer the appliance. After an authentication method is chosen, set the BridgeHead Healthcare Data
Management service account to use the CIFS administrator account.
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A2

37

Create a Storage Device for NFS

For NFS backup using the BridgeHead Healthcare Data Management, a target folder needs to be created
as NFS share directory. This is the location to which backup objects will be written. This is not required

while adding CIFS share.

1. Mount the DR Series Deduplication Appliance NFS share onto the NFS share directory which
backup objects will be written in the BridgeHead Healthcare Data Management environment.

2. Verify the NFS share. One way is to try using the Linux command “cat /proc/mounts”. The rsize
and wsize of the connects in the command output should be 512K.
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